The overarching goal of SUPER is to ensure that DOE’s computational scientists can successfully exploit the emerging generation of high performance computing (HPC) systems by providing strategies and tools to productively maximize performance, conserve energy, and attain resilience. We are currently six months into the project, and we have gotten off to a great start. Our management structure of breaking the project up into several thrust areas with different leaders is working well. We have a full conference call schedule, with one all-project call at the beginning of each month and a total of seven technical calls each month. I know from my participation in most of these.

Our website is up and running, containing information about the project and the different thrust areas and featuring recent publications and accomplishments. We have an internal wiki with technical discussion areas for each of the thrust areas. Notes from all the conference calls are also kept in these discussion areas.

This month’s newsletter features the energy thrust area, led by Laura Carrington at SDSC. This area is making excellent progress, as you can see from this month’s articles on research in this area at SDSC, RENCI, and UTK. Managing the energy consumption of HPC systems is crucial in order to keep energy consumption from becoming the limiting factor in scaling scientific applications to massively parallel levels. The work that SUPER is doing in developing tools and techniques for measuring, modeling, and optimizing power consumption will play an important role in this effort. Furthermore, integration with the performance and overall optimization thrust areas of SUPER will enable energy consumption and performance to be optimized together and will help guide policies for achieving the best overall usage and scaling of future HPC systems.

- Bob Lucas

SUPER at SC’11

SUPER had a big presence at SC’11. We started off the week with a half-day all-hands meeting. During the week, SUPER researchers were busy with tutorial, paper, poster, and booth presentations. See www.super-scidac.org/sc11 for a list of SUPER-related events that took place at SC’11.
The overall goal of the SUPER Energy Thrust is to develop tools to aid in the investigation of energy consumption of HPC applications and utilize these discoveries to develop tools and methodologies to reduce the energy consumption of HPC systems. To characterize and improve the energy costs of computing the Energy Thrust has three main focus areas: power measurement devices, instrumentation tools and models to connect the measurements to the applications, and the development of methods to reduce energy. RENCI has taken the lead in the area of power measurement devices with their PowerMon device. Their devices are installed at two SUPER collaborating institutes (UCSD/SDSC and UTK). UTK has been working both with RENCI and SDSC to build a PAPI component to give users a familiar API to communicate with the PowerMon device. SDSC has set up a test system for the Energy Thrust with PowerMon and WattsUp devices attached. Soon a SDSC Intel Sandybridge test system will be available to the group as part of the Gordon supercomputer project; it will enable SUPER investigation into the efficacy of the power counters available on that processor to finely attribute power consumption. SDSC and UTK are focused on research and tool development in the area of reducing energy consumption via application-specific fine-grained and coarse-grained Dynamic Voltage Frequency Scaling (DVFS) policies. SDSC and UTK are focused on research and tool development in the area of reducing energy consumption via application-specific fine-grained and coarse-grained Dynamic Voltage Frequency Scaling (DVFS) policies. UTK is studying how slack times in DAG-based scheduling algorithms can be used to achieve power savings. In researching these policies, it is important to be able to attribute work done by the application to the power usage of various hardware components. 

Along these lines one current area of focus at SDSC is in energy profiling. The goal of this work is to build a set of tools that are capable of attributing the energy used by an application to its lower-level code constructs (functions, loops, basic-blocks). Such a tool could be used the same way that data from a tool like gprof is used when examining performance – it could be used in guiding energy-related optimization efforts and also serve to better understand what factors affect application energy usage. The tool works by gathering the following two pieces of information during application execution:
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Fine-grained (1000 per second) component-specific hardware information (processor, DIMMs, Motherboard, disks, GPUs) energy measurements using the PowerMon [1] device.

Counts of certain low-level program events associated with software including program control constructs (function and loop entry/exit, basic-block execution, etc.) that occur during each energy measurement period using SDSC’s binary analysis and instrumentation package PEBIL [5].

Initial implementations of these measurement gathering tools have been completed, and we are currently evaluating some basic numerical techniques (direct and iterative linear solvers/estimators) to determine the accuracy and stability of the tools and the resulting profiles that can be derived.

The second area of focus at SDSC has been in connecting the DVFS energy-efficiency policies with auto-tuning frameworks, which have traditionally focused on performance. In this work, power draw and execution time data obtained empirically for a small set of compute intensive kernel variants were used to develop CPU and DIMM energy consumption models. The models that we developed are very accurate; the maximum absolute average error between the measured and modeled values is less than 5.5% for three important kernels – matrix multiplication, stencil, and LU factorization.

These models were then used to rapidly explore the energy behavior of these kernels when subjected to various compiler-based optimizations and DVFS settings, automated through the use of a PERI (precursor to SUPER in Scidac2) developed auto-tuning framework (e.g. Active Harmony (UMD) and GCO (UTK)). The search uncovered kernel variants that had 7.7% more energy savings than the kernel variants originally used to construct/train the models. Such exploration without the models (i.e. actual execution and measurement of the kernel variants) would have taken approximately 42 days whereas the analysis done using the models took under a minute. This illustrates the potential of our model-based approach and one of several ways the methodology can be used in the exploration of reducing the ever growing energy costs of HPC.

Traditionally PAPI, the Peformance API from the Innovative Computing Laboratory at the University of Tennessee, has provided fine-grained measurement of hardware performance counters found on cpu cores. With the introduction in 2010 of Component PAPI, it is now possible to extend these performance measurements to a variety of other domains, including such devices as GPUs and network interfaces. As part of the SUPER Energy Thrust, the PAPI team is working with researchers at RENCI and UCSD to extend the PAPI interface into the domain of energy measurement as well.

Work is underway to create PAPI components to interface to the PowerMon2 hardware from RENCI and the commercially available WattsUp?PRO power meter. With the addition of these power measurement components, users and tools will be able to collect simultaneous data on power and energy usage from multiple sources, along with performance data from CPUs, GPUs, IO devices and more.

The WattsUp?PRO component will allow measurement of AC wall power at a frequency of once a second. A USB connection is used to control and monitor the device. Given the external and asynchronous nature of this device, the PAPI interface is being stretched in novel directions. A worker thread will interface with the device itself, with PAPI collecting measurements from that thread. Energy calculations can be performed by the worker thread to provide both power and cumulative energy readings at fairly coarse granularity.

The PowerMon2 component is much more tightly coupled to the hardware. It provides measurements of DC voltage and current on 8 separate channels at sampling rates up to 3 kHz. In collaboration with RENCI, future versions of firmware will allow direct reading of energy from each channel as well. Like the WattsUp?PRO component, the PowerMon2 component is providing design challenges for the PAPI interface. Historically PAPI data was always monotonically increasing unsigned integer counts. With new measurement types comes a need for new data types as well, including instantaneous values such as power, arrays of values collected into a buffer with a constant time steps, and units such as joules and watts. A simple pseudocode example below demonstrates how the PowerMon2 PAPI component can be monitored in a user application:

```
PAPI_library_init( PAPI_VER_CURRENT );
PAPI_create_eventset( &EventSet );
PAPI_event_name_to_code( “sensor0.voltage”, &event);
PAPI_add_event( EventSet, event);
PAPI_event_name_to_code(“sensor0.current”, &event );
PAPI_add_event( EventSet, event);

PAPI_start( EventSet );
for ( ; ; ) {
    < application inner loop >
    PAPI_read( &values );
    printf(“instantaneous voltage,current (mV, mA ) 
            %lld, %lld”, values[0], values[1] );
}
```
Where do you work and how are you involved with SUPER?

I am a Senior Computational Scientist at the San Diego Supercomputer Center (SDSC)/UCSD. At SDSC, I am affiliated with the Performance Modeling and Characterization (PMaC) lab. Dr. Allan Snavely and Dr. Laura Carrington lead the PMaC lab. For the SUPER project I am a co-PI for UCSD, the lead institute of the energy-efficiency research which is the focus of my work.

Can you briefly summarize your educational and work background?

I received my PhD degree in Computer Science from the University of Maryland at College Park in January 2011. My PhD advisor was Dr. Jeffrey K. Hollingsworth. After receiving the degree, I joined SDSC.

Where are you from originally?

I am originally from Nepal.

What are your research areas of interest?

I am primarily interested in understanding and characterizing the factors that affect the energy usage and performance of current and future high performance computing applications and platforms. Given that energy-related constraints have emerged as one of the major design impediments for the next generation exascale systems, I believe that it is crucial to develop these characterizations and use them to build tools and methodologies to reduce energy requirements of HPC systems. Along these lines, my most recent work modeled the interactions between well-studied compiler optimization strategies from PERI auto-tuners and the energy consumed by CPUs and DIMMs. The models are trained using empirical data gathered for a very small portion of the points in the optimization parameter space. These models can provide valuable information related to the shape of the optimization parameter space to the heuristics-based auto-tuners.

What do you see yourself doing five years from now?

I see myself continuing my current energy efficiency and performance auto-tuning research that seeks to maximize the science that can be done per unit of energy spent to run the computing platform. The energy, concurrency, storage and resiliency challenges that have to be addressed on our way to the exascale era are daunting. That said, the way the HPC community has come together to tackle these challenges is very encouraging. Five years from now, I believe that we will have made significant progress towards deploying an energy-efficient exascale system.

What are some things you enjoy doing that don’t involve computers?

I like spending time with my family and reading fiction novels. I am also an avid fan of the National Football League. During football season, I spend my Sundays watching the games.
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